Enterprise Processes Simulated – Prerequisites, Data Acquisition Methods and Tool Support

Introduction

Computer simulations of business processes apply to both newly created processes, introduced by analysts in response to the needs of a new business or a particular project, as well as processes that are already in operation in commercial environments. In both cases, simulation aims to evaluate the behavior of the selected organizations’ business conditions on the basis of digitalized process models elaborated with visual notations – such as BPMN [Object Management Group, 2013], eEPC [Scheer, 1992], IDEF3 [Mayer et al., 1995], UML Profile for Business Modeling [Johnston, 2004] or BPMS [Karagiannis, Junginger and Strobl, 1996] – enhanced with quantifiable data and subjected to appropriate algorithms. Depending on the data set feeding a computer model of the process, it may be possible to apply simulation algorithms that enable, inter alia, verification of the logical model’s accuracy, estimation of the process’s time requirements and costing, staffing needs to be established, the identification of bottlenecks as well as calculation of resource loads, with which the company intends to carry out the process. If the results of the computer simulations clearly support the need for the implementation of modifications and innovations within the process, then the analyst, with access to the model’s parameters, may attempt to execute them virtually in real-time. Additional options include re-shaping of business processes or changing resource allocation to process components in opportunistic fashion. After restarting the simulation, the impact of the changes implemented on the overall results are discernible. By testing different variations of the process models – even prior to completion of the computer simulation stage – a solution may be developed that meets the organization’s business requirements. As a result, the optimized model makes a strong basis for the workflow
system. Adapting this new process definition to the workflow engine leads to the organization being run in accordance with a developed, validated computer model. The procedure described is part of the management framework used in business for the control and continuous improvement of processes and products, which has been formalized by E.C. Deming and W. Shewhart as the PDCA method [Moen and Norman, 2009]. Its name originates from the first letters of the words Plan, Do, Check and Act. The PDCA method may be used as a basis for practical solutions, typically developed by software developers, supporting complex business processes management. Lastly, the PDCA cycle has been enriched with business process simulation (BPS) stage. The stage is usually supported by IT simulation tools and became an important part of the evaluation of (re)designed business processes [Suzuki et al., 2013].

Computer simulation of business processes using dedicated tools is among the most efficient ways to reduce companies’ costs. Testing newly designed processes on live organisms without prior simulation and verification is likely to fail and lead to significant financial losses. The most popular tools for business process modeling and simulation in the Polish market include ARIS, ADONIS and iGrafx. Some companies – e.g. Wipro [Srivastava, 2010], Qwest [Teubner, 2008], Toyota Motor Company [Hauser and Paper, 2007] – provide case studies of projects involving simulation tools and a large number of these projects have proved successful. The case studies illustrate that numerous simulation iterations led to the elaboration of highly useful workflow models and the simulation outcomes achieved allowed for the development of an effective strategy for implementing business processes. It is worth emphasizing that, regardless of the success or failure of attempts to simulate processes, the challenge of obtaining data for the simulation algorithms is always one of the major obstacles encountered by process optimization teams. The execution of a computer simulation requires the provision of a set of data, information and models that are not easily acquired and, additionally, should be complete and reliable. It is the quality of the quantifiable data input for the simulator that determines whether the results provide a solid basis for implementing processes in real environments or not.

This paper seeks to identify, systemize and elaborate implementable techniques of data acquisition that enable the execution of process simulation for the purposes of improving existing (as well as creating new) patterns of workflows in enterprises. The second section provides an over-
view of Workflow Management Systems’ architecture and discusses data collection methods using a variety of IT/IS sources. One of the exploration methods – workflow mining – has been described in greater detail as an innovative method for collecting data for the purpose of conducting computer based simulations of business processes. Section two provides an outline of the types of algorithms in the ADONIS simulation engine. The necessary data inputs for running possible simulation algorithms are outlined. The third section provides an overview of traditional data collection methods that rely on conducting observations of business processes’ flows as well as interviews with staff involved in the supervision / execution of activities within processes. The article concludes by summarizing the main findings and making recommendations for selecting data sources for simulation-oriented process models.

1. Data acquisition from information systems

Workflow Management Systems (commonly known by the acronym WfMS) facilitate the management of workflow, information and documentation in business organizations. Business process models elaborated by analysts can be used (once supplemented with additional information) as execution models for workflow systems, which ensure the allocation of tasks to certain resources (humans, machines) in a defined sequence. Workflow systems operate in a client-server architecture, where the client side is usually a web browser (rarely a separate application) that can be operated from the employee computer or terminal. WfMS server software is usually called a business process engine, which can interpret process definitions, transposed from graphical models to computer code. Based on the process definition, workflow engines execute process models as flows of forms and documents that contain information regarding the tasks for employees. The aforementioned forms, called Transaction Sets, are managed in accordance with defined route, which is a standard feature of every workflow system. For example, if an employee performs tasks from the list, the process engine will then flow the task to the next participant in the process, whose computer screen will display information regarding the assigned task. In commercial use, dedicated business processes (such as collecting information about banks’ clients) are run on the engine several times, but based upon a single process definition. Workflow engines can support many business processes and each of the processes can have a separate model allocated.
The resources involved in business task execution are accountable for completing assigned tasks, which, in accordance with the process model, flow through the structure of the company. Each event that involves executing a task and assigning workflow to the consecutive organizational units, until the process is completed, is recorded in WfMS databases as a business process instance (see figure 1). Each business process instance can be differentiated by a unique identification number that is called InitialProcessInstanceID [Workflow Management Coalition, 1998].

Figure 1. Common Workflow Management System architecture

Running the same process numerous times means that workflow systems sequentially record process instances in the database. Each process instance is described by attributes. The values of the attributes reflect the real execution of events. Descriptive data includes, for example: the IDs of users involved in process execution, the duration of individual activities, waiting times for event completion, IDs of external applications invoked as well as condition sets assigned to decision points that affect the further flow of the process instance. Process instances, recorded over the years in the event log, contain a huge amount of workflow data. Exploration of the data, also known as Knowledge Discovery in Databases, is a multi-step process that involves raw data transformation from the event log into actionable knowledge about the organization. In addition to the actual projection of the company’s operations, the data may also be used to feed the simulation-oriented computer process models [WfMC, 2013]. The mapping of actual processes into parameterized computer process models is the purpose of model simulation (fed with real-world data).
By performing numerous simulations and adjusting the parameters of the model, a set of implementable process variants can be developed. It is also possible to estimate workloads and identify bottlenecks and deadlocks. The aforementioned actions lead to the development of new business process definitions that – after being implemented within the structure of the company – will improve its operation. The procedure for incremental re-design of business process begins with data mining and – through simulation of business processes – leads to the development of new models for the WiMS, as illustrated in figure 2.

**Figure 2. Incremental re-design of business process models**

The line of action illustrated in figure 2 is a recurrent cycle, which, like the Deming wheel, provides for the continuous monitoring and improvement of business processes in companies. Data processing and analysis is the key stage of the procedure. The stage addresses both the issue of preparing the data for the computer processes simulation model and the acquisition of knowledge on the current business process situation analysis. At this stage, it is worthy of using an innovative method of data processing – process mining. While process mining uses conventional IT mechanisms – such as SQL – mining algorithms for discovering knowledge on
business processes, however, treat processes multi-dimensionally and provide data detailed enough for computer model simulation.

1.1. Database exploration

The primary, and most common, way to extract data from electronic repositories is using SQL (Structured Query Language). Other methods, such as OLAP (On-Line Analytical Processing), BI (Business Intelligence), Data Mining and Process Mining, have additional mechanisms that go beyond exploration and include direct data analysis features. Rankings, reports and statistics created using the aforementioned methods are used to monitor business processes in the organization, and any modern workflow system has built-in modules for processes observation and analysis. Process monitoring tools feature graphical user interfaces that allow users to create complex database queries without any knowledge of SQL. Many basic reports are predefined by WfMS administrators. More sophisticated analytical methods, such as Business Intelligence systems, are not just tools for exploring databases (first generation BIs) and data warehouses (second generation BIs). Contemporary BI applications feature decision-making mechanisms (third generation BIs), which help employees manage processes without advanced knowledge of analytical techniques. Many researchers predict the development of future generations of BI systems that will eventually automate the entire decision-making process based on the compilation of business rules, leading to the automatic implementation of business process improvements.

As public sources contain extensive knowledge on BI systems, OLAP as well as Data Mining, it is appropriate to examine a less popular, but highly effective, method of data collection for the analysis and simulation of processes – process mining algorithms. The process mining method involves discovering knowledge about business processes, which are, by nature, dynamic phenomena. Business process analysis is reasonable provided that observations refer to attributes’ values not at specific moments, but over a long term. The discovery process involves the transformation of raw data into useful information which is used at a later stage to improve the systems and processes that generate the data. The most valuable knowledge on organizations involves the hidden patterns, rules, trends and correlations in data structures, which are formed automatically over a long time period during data archiving in database systems. Discovery of these non-trivial relationships between attributes provides unique insight into the operation of the company, inaccessible using less refined methods of assessing business processes [Van der Aalst, 2007].
Discovering knowledge on business processes is achieved using algorithms being research subjects of many scientific centers around the world. One of the most recognized practical applications of process discovery methods is based on algorithms developed by a research team from the Eindhoven University of Technology in the Netherlands. The concept is called workflow mining. Workflow mining is a set of procedures based on mathematical knowledge and designed for the purpose of browsing the instance registry of business processes. For practical reasons, workflow mining algorithms have been implemented as Java plug-ins, which can be run in the ProM (Process Miner) environment. This computing environment does not incur licensing costs and is compatible with different operating systems.

Workflow mining algorithms allow detailed analysis to be carried out taking into account four perspectives, each dedicated to discovery of different aspects of process-related knowledge. Anticipated activities within individual perspectives include:
1. Control Flow Perspective: involves the discovery of workflow maps that reflect possible paths of process execution in the company.
2. Organizational Perspective: reflects the company’s organizational structure, task estimates carried out by employees, explores paths of cooperation between employees and identifies the degree of participants’ involvement in process tasks.
3. Case-Related Information Perspective: identifies all possible execution paths of a selected business process and consequently groups them in patterns. Establishes the most and least popular paths, selected by participants within the process as well as calculates process metrics, i.e. Key Performance Indicators (such as the number of running instances in a given period of time, the frequency of generating instances, activities’ timing parameters, values of probabilities in decision points etc.).
4. Conformance Checking Perspective: supports comparative analysis of the business process theoretical model with the registry of real-world events. In other words, it provides verification of actual process execution in comparison to its definition within the business process model. Additionally, this perspective provides visualization of business process models identified within the Control Flow Perspective in order to determine the model’s degree of complexity in terms of surplus, duplicated activities etc., as well as assess the maturity of the discovered model, which depends on the execution of the instances not provided for in the process definition.
1.2. Input datasets for process simulation

Business process analysis with workflow mining generates results which, in conjunction with a narrative description of “process situation” in the company, can be used to construct computer simulation-oriented process models. Simulation-oriented models may be run in a dedicated IT simulation system. Workflow mining algorithms provide many types of results – such as the values of individual attributes within the process, the probability of following different paths or a model of the company’s organizational structure. All types of feeds for the computer simulation-oriented process model were captured in Table 1 and referred as “inputs to simulator”.

Parameterized computer models of processes allow for the manual intervention within the inputs to the simulator throughout series of simulations. It leads to the improvement/optimization of business processes and to the processes being tailored to current business conditions. ADONIS, provided by BOC group, is one of the commercially available simulation tools for business processes. The tool includes the following types of simulations [BOC Group, 2012]:

1. Times and costs: involves verification of the overall time values and costs linked to a business process. The estimation is carried out in a number of cycles (1000 by default), and the result is averaged over one cycle. The algorithm is based on a Monte Carlo method, which involves a pseudorandom number generator for modeling complex processes.

2. Accounting analysis: involves determining the average times and cost of a business process in per activity approach. The algorithm examines all possible paths within a business process and calculates their probabilities. Based on the provided activity times and costs, the algorithm calculates provisional times and costs results for each process component as well as for the entire process. The final results refer to all cycles.

3. Path Analysis: estimates the times, cost and probabilities of each possible path’s occurrence. Individual paths are described textually and also graphically as highlighted on the model. Additionally, results may be ordered in many custom ways (from the most probable to the least probable, from the most expensive to the cheapest etc.).

4. Capacity analysis: estimates demand for the staff required to execute specified number of process runs in a given period of time (such as the number of instances per week, month, year) as well as enables the observation of workloads within the current organizational structure.
5. Workload analysis (steady state view): this algorithm generates instances of relevant processes based on so-called process calendars, registering the total duration of instance executions on a per-instance basis. Workload analysis allows for the identification of bottlenecks within the process as well as for the calculation of waiting times in the task execution queue. The algorithm estimates workers’ utilization as a ratio of execution time of all the activities performed by individual participants to the total duration of all startups in the process.

6. Workload analysis (fixed time period): workload simulation is performed over a predefined, fixed period of time. The algorithm registers how many times the process can be invoked within a specified time window, identifying bottlenecks and calculating employee utilization.

Table 1 summarizes the input datasets required to carry out the aforementioned types of simulations. The suggested method of collecting values for the individual parameters was specified in each case; the upper part of the table lists the inputs that can be extracted from the workflow system database, while the lower part contains the data to be collected using other, non-IT techniques for gathering information about processes.

**Table 1. Data inputs for various simulation / analysis algorithms**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Time and costs</th>
<th>Analytical evaluation</th>
<th>Path analysis</th>
<th>Capacity analysis</th>
<th>Workload analysis (steady state)</th>
<th>Workload analysis (fix. time period)</th>
<th>Recommended technique for collecting data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business process model</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Process mining (Control Flow Perspective)</td>
</tr>
<tr>
<td>Working environment model</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Process mining (Organization. Perspective)</td>
</tr>
<tr>
<td>Activity execution times</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Process mining (Case-Related Information Perspective)</td>
</tr>
<tr>
<td>Algorithm</td>
<td>Time and costs</td>
<td>Analytical evaluation</td>
<td>Path analysis</td>
<td>Capacity analysis</td>
<td>Workload analysis (steady state)</td>
<td>Workload analysis (fix. time period)</td>
<td>Recommended technique for collecting data</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>----------------</td>
<td>-----------------------</td>
<td>---------------</td>
<td>-------------------</td>
<td>----------------------------------</td>
<td>--------------------------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Frequency of occurrence of activity per unit of time</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>Process mining (Case-Related Information Perspective)</td>
</tr>
<tr>
<td>Probabilities of initiating individual outflows of decision points</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Process mining (Case-Related Information Perspective)</td>
</tr>
<tr>
<td>Cost indicators (per activity)</td>
<td>X (opt)</td>
<td>X (opt)</td>
<td>X (opt)</td>
<td>X (opt)</td>
<td>X (opt)</td>
<td>X (opt)</td>
<td>Interview / Observation</td>
</tr>
<tr>
<td>Cost indicators (per performer)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X (opt)</td>
<td>X (opt)</td>
<td>X (opt)</td>
<td>Interview / Observation</td>
</tr>
<tr>
<td>Number of working hrs. per day</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>Interview / Observation</td>
</tr>
<tr>
<td>Number of working days per year</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>Interview / Observation</td>
</tr>
<tr>
<td>Process instance initiation calendars</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>Interview / Observation</td>
</tr>
<tr>
<td>Performers’ calendars</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>X</td>
<td>Interview / Observation</td>
</tr>
<tr>
<td>Availability of staff</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>X</td>
<td>–</td>
<td>–</td>
<td>Interview / Observation</td>
</tr>
</tbody>
</table>

Source: Own elaboration.
Initiating the most appropriate simulation algorithm requires not only the collection of a complete set of inputs, but providing certain technical constraints as well. The conditions impact on the simulation results and determine its interpretation. For example, increasing the number of instances within the path analysis, increases the accuracy of the results. However, improving the accuracy increases the CPU load on the computer the simulation is performed on. It is, therefore, essential to select the most appropriate parameters for the simulation algorithm in order to run the algorithm properly and provide actionable results. Please note that all the cost-related inputs specified in Table 1 are optional – while the algorithm will run correctly without applying these values to the simulation model, the results will not include valuable information on the overall process costs.

Simulation results for each of the algorithms may be presented in various ways. For example, path analysis provides all possible combinations of activity sets that can be invoked within the process model. The interpretation of results can be carried out in terms of the duration of each path, its occurrence probability or the path costs (as a total of individual activities’ costs). Business analysts may implement various ordering and filtering features that facilitate the analysis of business results.

2. Traditional methods of data collection
2.1. Observation

Observation is arguably the most flexible means of data collection for the purposes of simulation and subsequent enhancement of business processes. It enables business analysts to access information that is not provided by any class of information systems used in business organizations. One important advantage of this technique is the elimination of intermediate links in the process of data collection which may contribute to increases in the probability of misinterpretations. Business analysts using this technique/approach avoid actions that might cause changes in the behavior of the observed object. Observation as a tool of process-related data gathering may be used in a variety of ways. The most relevant categorizations of the technique include:

- participant observation – assumes observer interference in the business process being analyzed or taking part in its execution – and non-participant observation, involving the collection of data from the perspective of the business process surroundings;
controlled observations – carried out on the basis of pre-defined archiving and recording mechanisms – and non-controlled observations, involving a spontaneous, opportunistic approach;

- overt observations – in which participants of business process are fully aware of being observed – and covert observation, aimed at eliminating the impact an observer may have on the process thereby capturing the most genuine process flow.

The recommended combination of observation procedures which facilitate the effective enhancement of robustness and detail level in elaborated process models is presented in figure 3.

Figure 3. Combination of observation procedures for data acquisition

In the context of quantitative time and cost-related data gathering, and calculating the probability of specific alternatives occurring in the process flow, the primary failing of observation as a research technique, i.e. subjectivity, is substantially reduced. The observer perceives the universe of discourse through the prism of his/her stereotypes – recording what a stereotype confirms while omitting what it contradicts; ipso facto stereotypes not only simplify but also forge our perceptions [Sztumski, 2010]. Coefficients stored in order to run simulations are neutral in nature and leave no significant margin for misinterpretation or bias i.e., which may result from the individual, subjective attitude of the business analyst responsible for carrying out observations.
On the other hand, the number of instances a business process that need to be traced in order to obtain reliable quantitative indicators is an issue when carrying out observations. Should a business analyst utilize corporate IT solutions, indicators might be calculated on the basis of results from hundreds, thousands or even greater numbers of business process runs. That is not the case when using traditional methods – analysts do not have the luxury of performing an unlimited number of observations, thus the number of documented business process runs is naturally limited. Adopting too restrictive constraints as part of the observation schedule may adversely affect the overall quality of certain indicator values, such as the waiting time for processing individual activities.

2.2. Interview

Interviews are a practical alternative to observation as a method of collecting data without the use of IT support. They involve approaching respondents with more or less formal questions within a particular issue area. Interviews boil down to the reciprocal flow of information and may be carried out using different procedures. The most popular interview types include [see Chodubski, 1996]:

- phone or online interviews – usually based on the pre-designed questionnaire surveys – and face-to-face ones;
- structured interviews – carried out strictly according to a pre-prepared template – semi-structured interviews – involving addressing a particular set of problems in any form and order – as well as unstructured ones, conducted in an informal and maximally flexible manner;
- individual interviews – in each case involving a single respondent – group interviews – aimed at efficiently acquiring more reliable data through mutual correction and supplementation of the contributions – as well as panels, which explore the immutability of responses during series of interviews.

Documenting interviews may involve the use of audio-visual recordings or traditional note taking in various forms. It is vital to precisely capture and clearly classify responses, as well as recognize additional descriptive attributes, such as the date the report was prepared, the name or comments of the business analyst conducting interviews. The recommended template for documenting simulation parameters of individual activities, given the nature of the data collected, comes in a tabular form (figure 4).
When collecting data for the purposes of conducting simulations of business entities’ previously pre-documented processes, business analysts are able to accurately identify the individuals who perform specific activities. Respondents in the vast majority of cases possess knowledge, acquired while running a number of instances of the business process, which greatly improve the reliability of the variables calculated. Often, more experienced interview participants are able to accurately describe the circumstances of potential deviations from the “typical” process instances and also suggest potential areas for optimization.

**Conclusion**

Business organizations’ competiveness is determined to large extent by monitoring processes and carrying out simulations and optimization in a rapidly changing business environment. Process management is based on decisions about the need to change and proposals for improving
processes which – prior to implementation in business practice – should be simulated within dedicated environments. An in-depth analysis of task sequences and their mapping in the form of a computer model allow for the development of alternative process definitions. Such definitions may have future use in the form of a new, improved standard workflows in the enterprise. In IT-rich enterprises, alternative definitions are adapted within WFM environments which, in the context of process management, enable the observation and re-registration of the instances in the database for future analysis and improvement.

The use of Workflow Management Systems to feed business process models with quantifiable cost- and time-related data seems to be universally acknowledged as the most convenient way of providing a simulation-orientated layer to business models. In many cases, workflow systems allow for the creation of workflows on an ad-hoc basis – necessary in circumstances when a non-standard, custom decision regarding the ongoing flow of the process is required. Should the process instance – registered in the database – not coincide with the basic process definition (model), it is an indication that an ad-hoc decision was made during instance execution. Sometimes employees deliberately attempt to alter the flow of the process to make it easier to perform, avoid uncomfortable activities, or simply hide certain actions. Provided that the workflow system is designed in such a way that it backs up both instances carried out in accordance with the model, as well as those created by employees on an ad-hoc basis, then the data collected is useful both to feed the process simulators and, equally, for reviewing the actual operation of the company. This feature may prove important in the ongoing quest to develop improved and more efficient business solutions.

While conducting analyses and seeking ways to improve business processes, it should be borne in mind, however, that workflow systems, which are reliable sources of useful data, do not usually record the performance of such activities as phone calls, sending e-mails, meetings or business trips. Given that these activities have the potential to impact significantly on task performance, ever increasingly numbers of initiatives linked to registering each employee’s activity in dedicated systems and databases have emerged. As a result, knowledge on the actual execution of business processes in business organizations is significantly expanding.

There are limits, however, as to what can be automated – not only in a typical business entity, but equally within innovative, highly effective cor-
porations equipped with modern IT tools. Ipso facto, teams set up with business process improvement in mind have to rely on traditional methods of detailing process models – interviews and observations play a critical role. Although such methods are considerably more time-consuming (and in practice expensive as well), they play an essential role in complementing quantitative knowledge harvested from IT sources.
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